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Figure 4.5: Change in maximum (left axis) and minimum (right axis) columnar optical depth of oxygen in the
A-band as a function of the instrument spectral resolution (FWHM, nm). Slit function modeled as gaussian. No
clouds are assumed.

Table 4.3: SCIATRAN settings for calculation of the columnar total optical depth of oxygen as a function of
instrumental resolving power.

Parameter Value

RTM calculation settings plane-parallel atmosphere, scalar mode,
full multiple scattering

Line absorber treatment line-by-line
Wavelength range, step [nm] 758 – 772, 10−4

Slit function type gaussian
Slit function FWHM, convolution step [nm] {10−4 – 10}, 10−3

Surface albedo 0.0
Viewing, solar, azimuth angle [◦] 0.0, 60.0, 0.0
Atmospheric state July, 55◦ N

4.3 SNGome algorithm

It has been extensively proven that cloud top height can be retrieved from measurements in the oxygen
A-band (758–778 nm) [Fischer and Grassl, 1991, Koelemeijer et al., 2001, Kuji and Nakajima, 2002,
Kuze and Chance, 1994, Rozanov and Kokhanovsky, 2004, Saiedy et al., 1967, Yamamoto and Wark,
1961]. When a cloud is idealized as a perfect reflector, every photon striking to the cloud top will be
scattered back and will not be absorbed by O2 molecules within or below the cloud. So the depth of the
absorption line decreases as the cloud altitude increases, because most of the oxygen is located under
the clouds.

In reality, two further aspects must be considered. First, the assumption of a cloud as a Lambertian
diffuser with zero transmittance and fixed plane albedo leads to the underestimation of height, because
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Figure 4.2: (a) Intensity of the P- and R-branch of the O2 A-band from HITRAN 2008. (b) Height-resolved O2

contribution to the measured TOA radiance for a neutral clear atmosphere and black surface, at GOME spectral
resolution (adapted from Koppers et al. [1997]).

For this purpose two separate oxygen spectra have been simulated and plotted in Fig. 4.3[1], together
with the residual error δ defined as

δ = 100 ·
IHITRAN− IJQSRT

IHITRAN
(4.34)

From Figure 4.3 a systematic underestimation of HITRAN with respect to JQSRT can be seen. On one
hand, the error is comparable with the radiometric error of the instruments. On the other hand, when
the retrieval is performed, one looks at relative depths of the O2 band with respect at the absolute value
at 758 nm. Therefore HITRAN lines are reshaped with the ESFT coefficients [Buchwitz et al., 2000]
and employed in the operational retrieval.

Table 4.1: SCIATRAN settings for comparison of the oxygen molecular line parameters.

Parameter Value

RTM calculation settings plane-parallel atmosphere, scalar mode,
full multiple scattering

Line absorber treatment line-by-line
Wavelength range, step [nm] 758 – 772, 5 · 10−4

Slit function type boxcar
Slit function FWHM, convolution step [nm] 0.4, 10−4

Surface albedo 0.0
Viewing, solar, azimuth angles [◦] 0.0, 20.0, 0.0

[1]The Long et al. [2010] line parameter set used here doesn’t take into account air- and self-collisional narrowing effects.
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Figure 4.7: Synthetic cloud reflectances in the O2 A-band, at nominal GOME spectral resolution. In each plot,
while three out of four parameters (CTH, COT, CF, SA) are kept constant, one is changed accordingly to the title.
Parameters of the baseline cloud reflectance (red curves): CTH 8 km, CBH 7 km, COT 10, CF 1, SA 0.0.

Starting from left, a change in cloud top altitude is seen to impact the line core around 761 nm and
the wing toward 770 nm. As expected, no dependency on cloud top altitude is found in the continuum
outside O2 absorption.

At the contrary, a change in cloud optical thickness (2nd plot from the left) modifies the whole band,
with the highest O2 sensitivity being outside the deep absorption. Moving on to the 3rd plot, a similar
sensitivity of oxygen is found but to cloud fraction, instead. In fact, this resemblance hampers the
concurrent retrieval of both cloud fraction and cloud optical thickness from a single measurement,
because not enough informations are concealed in the A-band. For instance, a modification of the
spectrum for the case of COT 10 and CF 1 (red curves→ blue curves) can be explained either with
a change in COT (10 → 5, CF 1) or in CF (1 → 0.6, COT 10). For this reason, cloud fraction must
be inferred from an independent source, as from PMD measurements (see Sect. 4.3.3), or a different
cloud model must be devised. If cloud optical thickness is fixed, cloud fraction can be retrieved and
the model embodies only effective homogeneous properties of the cloud (see Sect. 5.5.2), which can be
substantially different from the actual ones.

Finally, the far right plot shows the influence of reflection changes of the underlying lambertian
surface. A variation in surface albedo can be captured only if looking at the wing between 762–770
nm. As discussed in Sect. 4.2.4 and portayed in Fig. 4.2(b) and Fig. 4.5, the strong O2 absorption
extinguishes photons before they can reach the ground. Consequently, a change in surface brightness
can not modify the line around 761 nm and the three curves overlap almost perfectly only in this
wavelength range.

Oxygen A-band
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Figure 4.6: (Fig.4.6(a)) Geometry of the satellite retrieval algorithm and (Fig.4.6(b)) properties and processes

considered in the atmosphere model.

Accounting in T1,2 only for gaseous absorption (without aerosol and molecular extinction) diminishes

the total extinction along the light path and results in the increase of the second term of the right hand

side of the above equation. This procedure enables the account of multiple scattering above the cloud

[Kokhanovsky and Rozanov, 2004]. Moreover, the contribution of the atmospheric layer below the

cloud is not neglected. Kokhanovsky and Rozanov [2004] illustrate how the aerosol-gaseous medium

under the cloud and underlying surface can be approximated by an effective Lambertian surface with

albedo A.

The oxygen absorption within the cloud layer is taken into account in the term Rb (Fig.4.6). The

main parameter is the atmospheric single scattering albedo (SSA) ω0, which changes in the presence

of the cloud and depends on height inside the gaseous absorption band [Kokhanovsky and Rozanov,

2004]. It can be written as

ω0 = 1−
σ

O2

abs

σext

, (4.41)

where σ
O2

abs
and σext are the oxygen absorption and the total extinction coefficients, respectively and

both aerosol and cloud absorption in the visible are neglected.

Strictly speaking, ω0 depends on height, as oxygen absorption through the cloud does. Yanovitskij

[1997] showed that, for a vertically inhomogeneous cloud, one can find the height inside the cloud at

which the ω0 value has to be chosen for calculations of the term Rb in Eq.(4.40). This value describes

the analogous effective homogeneous layer. The recurrence formulae are given in Appendix A.

In order to summarize how a change in cloud or surface parameters alters the features of the O2

A-band, a synthetic reflectance of a cloud - 8 km high, 1 km thick, optically dense 10, above a black

surface - has been generated at the GOME spectral resolution and plotted in red in Fig. 4.7. For each

plot, only the parameter of interest has been varied (which labels the plot title accordingly), while the

other three are held constant.

Rozanov and Kokhanovsky, JQSRT (2004) 
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SACURA validation

Validation: Rozanov and Kokhanovsky, JGR (2004), Rozanov et al. TGRS (2004), Kokhanovsky et al. ASR (2005), Nauss 
et al., Atm Res (2005), Kokhanovsky et al., ACP (2006), Lelli et al., AAPP (2011), Lelli et al., AMT (2012)

Validation with synthetic data

Validation with real data

• Cloud top/bottom height ± 400 m

• Cloud optical thickness ±20% (COT > 5, Surface albedo < 0.4)

• Cloud spherical albedo ±10% (COT > 5)

• Clouds as Lambertian scattering layers not adequate

• Surface as Lambertian adequate for more than 70% of the cases
• Double-layered cloud for better filtering

• Ground-based radar

• Satellite-based
ATSR-2 (GRAPE, IR-technique)
GOME/GOME-2 (FRESCO, O2 A-band)
GOME (ROCINN, O2 A-band)



 5.4
 5.6
 5.8

 6
 6.2
 6.4
 6.6
 6.8

C
T

H
 [

km
]

GOME
SCIAMACHY
GOME-2

Global 70°N-70°S

 6
 6.5

 7
 7.5

 8
 8.5

 9

96 98 00 02 04 06 08 10 12

C
T

H
 [

km
]

Time [Year]

Tropics 15°N-15°S

90 Global cloud field as derived from GOME, SCIAMACHY and GOME-2

(a)

 2

 4

 6

 8

 10

 12

 14

 16

 18

 0  5  10  15  20  25  30

C
T

H
 b

in
 [

km
]

Counts ⋅ bin-1 [%]

Global 70°N-70°S

GOME
SCIAMACHY
GOME-2

(b)

 2

 4

 6

 8

 10

 12

 14

 16

 18

 0  5  10  15  20  25  30

C
T

H
 b

in
 [

km
]

Counts ⋅ bin-1 [%]

Tropical belt ± 15°

(c)

 2

 4

 6

 8

 10

 12

 14

 16

 18

-10 -5  0  5  10

C
T

H
 b

in
 [

km
]

Counts ⋅ bin-1 [%]

GOME − SCIAMACHY

global
tropics

Figure 6.3: Relative pixel count as function of height bin (see Table 6.2) and instrument for (a) global region, (b)
tropical belt and (c) count difference between GOME and SCIAMACHY. The coarse GOME footprint favors the
detection of high-level clouds over low-level clouds.

column-averaged mean cloud top height, because of different weights applied to different layers of the
atmosphere.

This situation is depicted in Fig. 6.3: retrieval counts (normalized to the total number of counts) are
plotted as function of instrument and height bin for global (Fig. 6.3(a)) and tropical belt (Fig. 6.3(b)).
GOME senses comparatively half low-level clouds (5% and 2.5% on a global scale and in the tropics,
respectively) than SCIAMACHY and GOME-2, which are in good agreement themselves. Especially in
the tropics, GOME counts increase toward higher layers (≈ 2-10% per height bin between 11 km and
17 km). Hence cloud top heights can be corrected plugging the weighting factors of Fig. 6.3(c) into
Eq. (6.1) and the timeserie can be homogenized (Fig. 6.2(b)).

The harmonic component in the timeserie is regarded as the seasonal (or annual) cycle. Weatherhead
et al. [1998] states that the seasonal component has almost no influence on the statistical estimates
for trend detection. Likewise, Mieruch et al. [2008] have shown that the description of the seasonal
component can be deployed either by a Fourier series of oscillatory terms or by the seasonal cycle of
the variable of interest averaged over all years of measurements, without loss of information and with
the advantage of being less computationally demanding, in the following fashion

Sn =
1
12

T/12−1�

i=0

hi·12+n n= 1, . . . , T/12. (6.2)

Here hi stands for the monthly mean (see Eq. (6.1)) and T the total number of months of measure-
ments (T = 192, from June 1996 throughout May 2012) . Once the climatological seasonal cycle is
calculated and subtracted from the timeserie of the absolute values, the global anomalies are weighted
with the law of spherical triangles in function of the latitude φ, in order to take into account the
curvature of the Earth.

However, it has to be noted that timeseries of anomalies can be calculated even in presence of shifts
between instruments (Fig. 6.2(a)), if one allows a step function Ut , at the time step T0 where two
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Fig. 4. (Upper plot) Autocorrelation function of cloud top height anomalies. Unlagged data (p =
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Pacific, Indian and Atlantic Oceans.
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Figure 6.6: Normalized bootstrap (resamples n = 10000) distributions of trend β for (a) global and (b) tropical
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while in the tropics CI = [-10.4, 10.1] m/year.

cycle of Eq. (6.2) must be removed from the timeserie). In addition, the large-scale climate event ENSO

is removed (as discussed in Section 6.3.2), by masking the corresponding pacific regions, because of

its intra-annual component and the trend magnitude β of cloud top height anomalies is calculated, at

latitude and longitude (i, j), with

Yi j t = αi j + βi j · Xt + εi j t t = 1, . . . , 192 (6.3)

where Yi j t are the cloud top height anomalies, X is the temporal variable sampled at monthly step t,
αi j and εi j t the offset and the stochastic noise of the timeserie, respectively.

Among the techniques for the estimation of confidence intervals of the trend magnitude β , the

bootstrap resampling [Efron and Tibshirani, 1993] enables the treatment of potentially non-normal

data without any assumption on the underlying probability distribution. It belongs to the group of

nonparametric methods and the knowledge of the analytical form of the statistics is not required

[Mudelsee, 2010].
The guiding idea is the “plug-in” principle: a new scrambled dataset is drawn (i.e. resampling with

replacement) from the original dataset and a new β � is calculated with Eq. (6.3). This procedure is

repeated n times and an empirical sample distribution for β is estimated. This empirical distribution
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Fig. 9. Averaged anomalies of sea surface temperature SST, detrainment rate dc, idealized bromoform tracer TT20, idealized dibro-
momethane tracer TT120, relative humidity RH, soluble Bry and total bromine. The small boxes denote the corresponding potential temper-
ature level. Left: Averages over El Niño season November 1997 to February 1998. Right: Averages over La Niña season September 1999 to
December 1999.

total bromine anomalies is more complex. During El Niño
1997/98, the main features of the distribution, i.e. the strong
positive anomaly over the equatorial Pacific next to the neg-
ative anomaly over the Indian Ocean, generally correspond
to the patterns of TT20 and TT120. However, as explained
in the previous paragraph, the amount of total bromine is
also directly controlled by the scavenging efficiency, which
may outweigh the effect of source gas injection. The positive
anomaly of total bromine in the equatorial pacific and the
negative anomaly in the Indian Ocean are examples where
these those two factors coincide: an increase in source gases
is accompanied by an decrease of relative humidity (i.e. scav-
enging efficiency). However, at 20◦ N/S, this is not the case
and total bromine is reduced due to increased washout, al-
though both source gases show a positive anomaly at this
latitude (in the Pacific region).

In principle, the La Niña season 1999 shows a similar pic-
ture with inverted sign for the detrainment rate and the source
gases. However, there are notable differences, the most im-
portant is the missing dipole-type structure of the previous
El Niño season. This leads to a roughly uniform negative
anomaly for the source gases and relative humidity in the Pa-
cific region, whereas soluble Bry shows a corresponding pos-
itive anomaly. Interestingly, the distribution of total bromine
is split up in a small northern positive anomaly and an exten-
sive negative anomaly in the south. The northern anomaly
can be explained with the exceptionally low scavenging effi-
ciency in this region which restricts washout of soluble Bry,
however, this explanation is not applicable for the Southern
Hemisphere where total bromine is reduced in spite of the
low scavenging efficiency. It is possible that the reduced
amount of source gases outweighs the impact of scavenging

Atmos. Chem. Phys., 11, 2671–2687, 2011 www.atmos-chem-phys.net/11/2671/2011/
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ature level. Left: Averages over El Niño season November 1997 to February 1998. Right: Averages over La Niña season September 1999 to
December 1999.

total bromine anomalies is more complex. During El Niño
1997/98, the main features of the distribution, i.e. the strong
positive anomaly over the equatorial Pacific next to the neg-
ative anomaly over the Indian Ocean, generally correspond
to the patterns of TT20 and TT120. However, as explained
in the previous paragraph, the amount of total bromine is
also directly controlled by the scavenging efficiency, which
may outweigh the effect of source gas injection. The positive
anomaly of total bromine in the equatorial pacific and the
negative anomaly in the Indian Ocean are examples where
these those two factors coincide: an increase in source gases
is accompanied by an decrease of relative humidity (i.e. scav-
enging efficiency). However, at 20◦ N/S, this is not the case
and total bromine is reduced due to increased washout, al-
though both source gases show a positive anomaly at this
latitude (in the Pacific region).

In principle, the La Niña season 1999 shows a similar pic-
ture with inverted sign for the detrainment rate and the source
gases. However, there are notable differences, the most im-
portant is the missing dipole-type structure of the previous
El Niño season. This leads to a roughly uniform negative
anomaly for the source gases and relative humidity in the Pa-
cific region, whereas soluble Bry shows a corresponding pos-
itive anomaly. Interestingly, the distribution of total bromine
is split up in a small northern positive anomaly and an exten-
sive negative anomaly in the south. The northern anomaly
can be explained with the exceptionally low scavenging effi-
ciency in this region which restricts washout of soluble Bry,
however, this explanation is not applicable for the Southern
Hemisphere where total bromine is reduced in spite of the
low scavenging efficiency. It is possible that the reduced
amount of source gases outweighs the impact of scavenging
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FIG. 16. Same as Fig. 15 except for El Niño/La Niña variations during 1987–88.

Tropics, and for a large range of timescales, moist con-
vection is the primary mitigator of the adiabatic cooling
produced by large-scale rising motion (Sud and Walker
1993).

b. Large-scale dynamical influences on the
supergreenhouse effect

Ramanathan and Collins (1991) referred to situations
where the increase of the greenhouse trapping with tem-
perature is faster that of the surface emission as super-
greenhouse effect (SGE). We examined the spatial dis-
tribution of the SGE occurrence by considering seasonal
and interannual variations over the whole tropical ocean
(including the western Pacific and the Indian Ocean)

and investigated their dependence on the large-scale at-
mospheric circulation.
For both seasonal and interannual variations, we show

that whatever the temperature of the surface ocean, the
occurrence of SGE situations is intrinsically linked to
the occurrence of enhanced large-scale atmospheric ris-
ing motion with increasing SST, which is itself intrin-
sically linked to the occurrence of deep convection. On
the seasonal timescale, this occurs mostly around
10�–20� of latitude, in relation with the seasonal mi-
gration of the ascending and descending branches of the
Hadley circulation. During an El Niño event, this occurs
mostly over the equatorial central Pacific. On the other
hand, the occurrence of SGE situations is weak in
regions where the variability of the large-scale rising
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tribution of the SGE occurrence by considering seasonal
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mospheric circulation.
For both seasonal and interannual variations, we show

that whatever the temperature of the surface ocean, the
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Fig. 7. (Top plot) Time series of cloud top height (black curve) and cloud fraction (purple) anomaly over the

Central East Pacific with the El Niño 3.4 index and Pearson’s correlation coefficient. (Mid plot) CTH and

(bottom plot) CF anomalies subset for low- (blue), mid- (orange), and high-level (red) clouds. Time series

smoothed with Bezier polynomials to increase readability. Correlation coefficients calculated with unsmoothed

data.
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Fig. 8. Correlation coefficient of CTH and CF with the El Niño 3.4 index as function of height for the 17 years

of the GSG dataset.
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Fig. 8. Correlation coefficient of CTH and CF with the El Niño 3.4 index as function of height

for the 17 yr of the GSG dataset.
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land and water masses between 60◦N and 60◦S are 0.264 and 0.736, respectively.

Fig. 11. Global map of linear trend β in CTH (left) and standard deviation σβ (right).
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Fig. 10. (Upper plot) Global trend β in CTH anomalies in the latitude belt ±60◦, with (red line)
and without (blue line) ENSO region. (Lower plot) The time series are broken up for underlying
surface. Abundances of land and water masses between 60◦ N and 60◦ S are 0.264 and 0.736,
respectively.
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Table 3. Overview of trends in cloud height [mdecade
−1

]
a
. Trends derived from the GSG

dataset are given with (left column) and without (right column) ENSO, that has been filtered

masking any data within the Niño 3.4 climate index box 170
◦
W–120

◦
W, 5

◦
N–5

◦
S

Base period [yearmonth
−1

] MISR MISR corr. MODIS GOME GSG

03/03 – 11/02 −40.1
b +54.3

c +60.9
c

– −10.7 +8.4

96/06 – 03/05 – – – −47.9
d,e −67.2

e +25.2
e

96/06 – 12/05 – – – – −17.8 −4.9

a
The GSG trends are recalculated for the length of the referenced dataset and latitude belt ±60

◦
.

b
Davies and Molloy (2012).

c
Evan and Norris (2012).

d
Loyola et al. (2010).

e
Extrapolated to decade.
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Figure 6.9: (a) Global trend β [m/year] in cloud top height anomaly. (b) Global trend standard deviation σβ
[m/year] derived from 100-times bootstrapped normalized distributions, as in Fig. 6.6, for each 5◦-sided grid cell.
Both plots are smoothed with values from 8 surrounding cells.

On a global scale their effects might average out and give rise to well-defined cloud changes. Even
so, it has to be noted that CTH anomalies react in response to a change in near-surface temperature
(ST). This result has been reported, among others, by Wagner et al. [2008], which showed a strong
positive correlation between CTH and ST. The authors, analyzing 7.5 years of GOME data, also found
that ST changes are highest over land masses.

Data of ST anomalies, averaged for the time 1996−2012 (the GSG record length), are plotted in
Fig. 6.8. They are taken from the Goddard Institute for Space Studies (GISS, http://data.giss.
nasa.gov/gistemp/) dataset described in Hansen et al. [2010]. Generally, a land/sea contrast can be
seen, with the highest increasing ST in the northern hemisphere over land, except for central Asia, and
decreasing ST over Central East Pacific and southern mid-high latitudes. Thus, at the simplest level,
global patterns of ST might explain the informations concealed in the diverging land/water trends of
Fig. 6.7(b).

Fig. 6.9 shows global maps of trend magnitude β [m/year] in cloud top height anomaly (Fig. 6.9(a))
and standard deviation σβ (Fig. 6.9(b)). σβ is calculated with 100 bootstrap resamples for each
5◦-sided cell grid. The number of resamples n is somehow arbitrary [Mudelsee, 2010]. While n is not
seen to affect the normality of the distribution, it might influence the width of the confidence interval.
In this case n=100 is chosen to keep computational time at a reasonable level.

Fig. 6.9(a) indicates that trend magnitudes are zonally partitioned. The strongest trends are found
over North Africa and the Arabian subcontinent (> +45 m/year) and over Central Eastern Pacific
(−30 m/year) and over Indian Ocean (−15 m/year). Conversely, the mid latitudes (30◦ N−60◦ N and
30◦ S−60◦ S) are homogeneously characterized by almost no trend. Fig. 6.9(b) shows that the trend
variability σβ follows the oceanic contours, being over water almost always greater than 20 m/year in
the latitude belt ±30◦ and smaller than 15 m/year otherwise.
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Figure 6.9: (a) Global trend β [m/year] in cloud top height anomaly. (b) Global trend standard deviation σβ
[m/year] derived from 100-times bootstrapped normalized distributions, as in Fig. 6.6, for each 5◦-sided grid cell.
Both plots are smoothed with values from 8 surrounding cells.

On a global scale their effects might average out and give rise to well-defined cloud changes. Even
so, it has to be noted that CTH anomalies react in response to a change in near-surface temperature
(ST). This result has been reported, among others, by Wagner et al. [2008], which showed a strong
positive correlation between CTH and ST. The authors, analyzing 7.5 years of GOME data, also found
that ST changes are highest over land masses.

Data of ST anomalies, averaged for the time 1996−2012 (the GSG record length), are plotted in
Fig. 6.8. They are taken from the Goddard Institute for Space Studies (GISS, http://data.giss.
nasa.gov/gistemp/) dataset described in Hansen et al. [2010]. Generally, a land/sea contrast can be
seen, with the highest increasing ST in the northern hemisphere over land, except for central Asia, and
decreasing ST over Central East Pacific and southern mid-high latitudes. Thus, at the simplest level,
global patterns of ST might explain the informations concealed in the diverging land/water trends of
Fig. 6.7(b).

Fig. 6.9 shows global maps of trend magnitude β [m/year] in cloud top height anomaly (Fig. 6.9(a))
and standard deviation σβ (Fig. 6.9(b)). σβ is calculated with 100 bootstrap resamples for each
5◦-sided cell grid. The number of resamples n is somehow arbitrary [Mudelsee, 2010]. While n is not
seen to affect the normality of the distribution, it might influence the width of the confidence interval.
In this case n=100 is chosen to keep computational time at a reasonable level.

Fig. 6.9(a) indicates that trend magnitudes are zonally partitioned. The strongest trends are found
over North Africa and the Arabian subcontinent (> +45 m/year) and over Central Eastern Pacific
(−30 m/year) and over Indian Ocean (−15 m/year). Conversely, the mid latitudes (30◦ N−60◦ N and
30◦ S−60◦ S) are homogeneously characterized by almost no trend. Fig. 6.9(b) shows that the trend
variability σβ follows the oceanic contours, being over water almost always greater than 20 m/year in
the latitude belt ±30◦ and smaller than 15 m/year otherwise.
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Figure 6.10: Global trend β [m/year] in cloud top height anomaly, statistically significant at 95% confidence level.
The map is gridded onto a mesh of 2◦-sided cells.
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Figure 6.11: Trend map over North Africa (R1) and Arabian Peninsula (R2) for (a) cloud top height, (b) water
vapor, (c) cloud fraction, and (d) cloud optical thickness. Water vapor dataset (in reprocessed stage) taken from
Noël et al. [1999] (GOME) and Noël et al. [2004] (SCIAMACHY). Period June 1996 – May 2011.

Statistically significant (at 95% confidence level) trends are plotted in Fig. 6.10. No peculiar patterns
are discernible that can be easily classifiable in the context of natural climate variability, except for the
increase in CTH over North Africa. The main difference between Fig. 6.9(a) and Fig. 6.10 is that the
CTH increase over the Arabian peninsula is not significant.
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vapor, (c) cloud fraction, and (d) cloud optical thickness. Water vapor dataset (in reprocessed stage) taken from
Noël et al. [1999] (GOME) and Noël et al. [2004] (SCIAMACHY). Period June 1996 – May 2011.

Statistically significant (at 95% confidence level) trends are plotted in Fig. 6.10. No peculiar patterns
are discernible that can be easily classifiable in the context of natural climate variability, except for the
increase in CTH over North Africa. The main difference between Fig. 6.9(a) and Fig. 6.10 is that the
CTH increase over the Arabian peninsula is not significant.
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Figure 6.10: Global trend β [m/year] in cloud top height anomaly, statistically significant at 95% confidence level.
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vapor, (c) cloud fraction, and (d) cloud optical thickness. Water vapor dataset (in reprocessed stage) taken from
Noël et al. [1999] (GOME) and Noël et al. [2004] (SCIAMACHY). Period June 1996 – May 2011.

Statistically significant (at 95% confidence level) trends are plotted in Fig. 6.10. No peculiar patterns
are discernible that can be easily classifiable in the context of natural climate variability, except for the
increase in CTH over North Africa. The main difference between Fig. 6.9(a) and Fig. 6.10 is that the
CTH increase over the Arabian peninsula is not significant.
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Figure 6.10: Global trend β [m/year] in cloud top height anomaly, statistically significant at 95% confidence level.
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Noël et al. [1999] (GOME) and Noël et al. [2004] (SCIAMACHY). Period June 1996 – May 2011.

Statistically significant (at 95% confidence level) trends are plotted in Fig. 6.10. No peculiar patterns
are discernible that can be easily classifiable in the context of natural climate variability, except for the
increase in CTH over North Africa. The main difference between Fig. 6.9(a) and Fig. 6.10 is that the
CTH increase over the Arabian peninsula is not significant.
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Figure 6.12: Trend map of water vapor over North Africa and Arabian Peninsula for (a) summer months and (b)
winter months.

Table 6.5: Overview of trends in cloud properties and water vapor for North Africa (Region 1: 30◦ N−12◦ N,
5◦W−35◦ E) and Arabian Peninsula (Region 2: 26◦ N−13◦ N,40◦ E−58◦ E). All values are given per year−1.
Reference values: CF 0.4, COT 15.

Region CTH [m] H2O [g/m2] CF [%] COT [%]

Sahara (R1) +31.77 +0.0005 −0.066 +0.02
Arabia (R2) +26.64 −0.0011 −0.088 +0.09

To investigate this effect, the two regions are outlined on a continental scale in Fig. 6.11 and labeled
R1 (North Africa) and R2 (Arabian Peninsula). The upward trend in CTH of Fig. 6.11(a), present in
both R1 and R2, is contrasted with trend in columnar water vapor of Fig. 6.11(b). It can be seen that
the significant CTH trend over R1 is sustained by an increasing trend in H2O. Conversely, the decreasing
trend in H2O over R2, which has been reported to be statistically significant [Mieruch et al., 2008,
Figs. 6-7, p. 497], is anticorrelated with the trend in CTH.

A possible explanation of the mechanism can be found in large-scale outflows of fine-mode soot
particles, that are produced in the Indian subcontinent during biomass burning seasons and transported
over R2 (but not over R1) by easterly winds during the winter phase of the Indian monsoon. Indeed,
most of the decreasing trend in H2O is seen during winter seasons (Fig. 6.12(b)), while almost no trend
is seen in summer months (Fig. 6.12(a)). The absorption of solar radiation by soot gives rise to two
competing effects. On one hand, soot warms the atmospheric column [Feingold, 2005] and may cause
clouds to dry out [Ackerman et al., 2000]. On the other hand, soot depletes the amount of radiation
reaching the surface, exerting a negative radiative forcing [Nakajima and Schulz, 2009, Fig. 17.3(f), p.
411], and the amount of energy at disposal for evaporation is diminished. Consistently with the results
of Norris [2001], cloud fraction is not correlated with the Indian monsoon (Fig. 6.11(c)) because its
trends over R1 and R2 are commensurate, which would not be the case otherwise.

All values are given per year−1. Reference values: CF 0.4, COT 15.

Water vapor data: Noël et al., GRL (1999), Noël et al., ACP (2004), Mieruch et al., ACP (2008)
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Figure 6.10: Global trend β [m/year] in cloud top height anomaly, statistically significant at 95% confidence level.
The map is gridded onto a mesh of 2◦-sided cells.
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Figure 6.11: Trend map over North Africa (R1) and Arabian Peninsula (R2) for (a) cloud top height, (b) water
vapor, (c) cloud fraction, and (d) cloud optical thickness. Water vapor dataset (in reprocessed stage) taken from
Noël et al. [1999] (GOME) and Noël et al. [2004] (SCIAMACHY). Period June 1996 – May 2011.

Statistically significant (at 95% confidence level) trends are plotted in Fig. 6.10. No peculiar patterns
are discernible that can be easily classifiable in the context of natural climate variability, except for the
increase in CTH over North Africa. The main difference between Fig. 6.9(a) and Fig. 6.10 is that the
CTH increase over the Arabian peninsula is not significant.
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Figure 6.10: Global trend β [m/year] in cloud top height anomaly, statistically significant at 95% confidence level.
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Statistically significant (at 95% confidence level) trends are plotted in Fig. 6.10. No peculiar patterns
are discernible that can be easily classifiable in the context of natural climate variability, except for the
increase in CTH over North Africa. The main difference between Fig. 6.9(a) and Fig. 6.10 is that the
CTH increase over the Arabian peninsula is not significant.
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Figure 6.12: Trend map of water vapor over North Africa and Arabian Peninsula for (a) summer months and (b)
winter months.

Table 6.5: Overview of trends in cloud properties and water vapor for North Africa (Region 1: 30◦ N−12◦ N,
5◦W−35◦ E) and Arabian Peninsula (Region 2: 26◦ N−13◦ N,40◦ E−58◦ E). All values are given per year−1.
Reference values: CF 0.4, COT 15.

Region CTH [m] H2O [g/m2] CF [%] COT [%]

Sahara (R1) +31.77 +0.0005 −0.066 +0.02
Arabia (R2) +26.64 −0.0011 −0.088 +0.09

To investigate this effect, the two regions are outlined on a continental scale in Fig. 6.11 and labeled
R1 (North Africa) and R2 (Arabian Peninsula). The upward trend in CTH of Fig. 6.11(a), present in
both R1 and R2, is contrasted with trend in columnar water vapor of Fig. 6.11(b). It can be seen that
the significant CTH trend over R1 is sustained by an increasing trend in H2O. Conversely, the decreasing
trend in H2O over R2, which has been reported to be statistically significant [Mieruch et al., 2008,
Figs. 6-7, p. 497], is anticorrelated with the trend in CTH.

A possible explanation of the mechanism can be found in large-scale outflows of fine-mode soot
particles, that are produced in the Indian subcontinent during biomass burning seasons and transported
over R2 (but not over R1) by easterly winds during the winter phase of the Indian monsoon. Indeed,
most of the decreasing trend in H2O is seen during winter seasons (Fig. 6.12(b)), while almost no trend
is seen in summer months (Fig. 6.12(a)). The absorption of solar radiation by soot gives rise to two
competing effects. On one hand, soot warms the atmospheric column [Feingold, 2005] and may cause
clouds to dry out [Ackerman et al., 2000]. On the other hand, soot depletes the amount of radiation
reaching the surface, exerting a negative radiative forcing [Nakajima and Schulz, 2009, Fig. 17.3(f), p.
411], and the amount of energy at disposal for evaporation is diminished. Consistently with the results
of Norris [2001], cloud fraction is not correlated with the Indian monsoon (Fig. 6.11(c)) because its
trends over R1 and R2 are commensurate, which would not be the case otherwise.

6.2 Cloud top height timeseries 99
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Figure 6.12: Trend map of water vapor over North Africa and Arabian Peninsula for (a) summer months and (b)
winter months.

Table 6.5: Overview of trends in cloud properties and water vapor for North Africa (Region 1: 30◦ N−12◦ N,
5◦W−35◦ E) and Arabian Peninsula (Region 2: 26◦ N−13◦ N,40◦ E−58◦ E). All values are given per year−1.
Reference values: CF 0.4, COT 15.

Region CTH [m] H2O [g/m2] CF [%] COT [%]

Sahara (R1) +31.77 +0.0005 −0.066 +0.02
Arabia (R2) +26.64 −0.0011 −0.088 +0.09

To investigate this effect, the two regions are outlined on a continental scale in Fig. 6.11 and labeled
R1 (North Africa) and R2 (Arabian Peninsula). The upward trend in CTH of Fig. 6.11(a), present in
both R1 and R2, is contrasted with trend in columnar water vapor of Fig. 6.11(b). It can be seen that
the significant CTH trend over R1 is sustained by an increasing trend in H2O. Conversely, the decreasing
trend in H2O over R2, which has been reported to be statistically significant [Mieruch et al., 2008,
Figs. 6-7, p. 497], is anticorrelated with the trend in CTH.

A possible explanation of the mechanism can be found in large-scale outflows of fine-mode soot
particles, that are produced in the Indian subcontinent during biomass burning seasons and transported
over R2 (but not over R1) by easterly winds during the winter phase of the Indian monsoon. Indeed,
most of the decreasing trend in H2O is seen during winter seasons (Fig. 6.12(b)), while almost no trend
is seen in summer months (Fig. 6.12(a)). The absorption of solar radiation by soot gives rise to two
competing effects. On one hand, soot warms the atmospheric column [Feingold, 2005] and may cause
clouds to dry out [Ackerman et al., 2000]. On the other hand, soot depletes the amount of radiation
reaching the surface, exerting a negative radiative forcing [Nakajima and Schulz, 2009, Fig. 17.3(f), p.
411], and the amount of energy at disposal for evaporation is diminished. Consistently with the results
of Norris [2001], cloud fraction is not correlated with the Indian monsoon (Fig. 6.11(c)) because its
trends over R1 and R2 are commensurate, which would not be the case otherwise.

Winter phase of Indian MonsoonSoot production

Negative radiative forcing
at the surface Nakajima, T. and Schulz, M. (2009)

CTH, H2O trends
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6.3.3 Eyjafjöll volcano

The advantage of an algorithm based on the screening of oxygen absorption by a scattering layer can
be appreciated not only when clouds are present in the satellite’s footprint. Layers generated by dust
outbreaks over desert regions or injected in the atmosphere by volcanic eruptions can result in radiances
similar to the ones generated by clouds and therefore detected [Boesche et al., 2009, Dubuisson et al.,
2009].

Iceland’s Eyjafjallajökull erupted twice in spring 2010, leading to a suspension of airplane routes
over most of Europe. A first eruption event took place in April, while a second event produced a major
ash plume on May 7. The height of the plume is a parameter needed to correctly simulate dispersion
of its constituents in the atmosphere. Such data are topical for policymakers and safety agencies (see
Stohl et al. [2011] and references therein).

In this comparison, retrievals from GOME-2 are co-located with retrievals from the Multi-angle
Imaging SpectroRadiometer (MISR) instrument aboard NASA’s Terra satellite. MISR is equipped with
nine push-broom cameras with viewing angles 0◦, ±26.1◦, ±45.6◦, ±60.0◦, and ±70.5◦ across-track,
reaching a 1.1 km horizontal spatial resolution. In Figure 6.21 MISR natural color image of the plume
in mid morning on May 7th 2010 is plotted. Physical and chemical properties of this plume, imaged by
MISR, have been presented in Kahn and Limbacher [2012].

Figure 6.21: Eyjafjöll volcano’s ash plume event on mid-morning of 2010, May 7. MISR natural-color nadir image
from orbit 55238, time (UTC) 12:39.

Having at hand two different cloud fraction calculated with two algorithms (namely OCRA and
FRESCO), co-registration was first looked for both datasets, then SNGome algorithm was run for the
matching GOME-2 overpasses and plotted in Fig. 6.22.

Strictly speaking, an heavy aerosol event should not be mistaken with a cloud. Beside the opaqueness
of the layer, they have different microphysical characteristics and optical responses, which can indeed

MISR RGB image 7 May 2010
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6.3.3 Eyjafjöll volcano

The advantage of an algorithm based on the screening of oxygen absorption by a scattering layer can
be appreciated not only when clouds are present in the satellite’s footprint. Layers generated by dust
outbreaks over desert regions or injected in the atmosphere by volcanic eruptions can result in radiances
similar to the ones generated by clouds and therefore detected [Boesche et al., 2009, Dubuisson et al.,
2009].

Iceland’s Eyjafjallajökull erupted twice in spring 2010, leading to a suspension of airplane routes
over most of Europe. A first eruption event took place in April, while a second event produced a major
ash plume on May 7. The height of the plume is a parameter needed to correctly simulate dispersion
of its constituents in the atmosphere. Such data are topical for policymakers and safety agencies (see
Stohl et al. [2011] and references therein).

In this comparison, retrievals from GOME-2 are co-located with retrievals from the Multi-angle
Imaging SpectroRadiometer (MISR) instrument aboard NASA’s Terra satellite. MISR is equipped with
nine push-broom cameras with viewing angles 0◦, ±26.1◦, ±45.6◦, ±60.0◦, and ±70.5◦ across-track,
reaching a 1.1 km horizontal spatial resolution. In Figure 6.21 MISR natural color image of the plume
in mid morning on May 7th 2010 is plotted. Physical and chemical properties of this plume, imaged by
MISR, have been presented in Kahn and Limbacher [2012].

Figure 6.21: Eyjafjöll volcano’s ash plume event on mid-morning of 2010, May 7. MISR natural-color nadir image
from orbit 55238, time (UTC) 12:39.

Having at hand two different cloud fraction calculated with two algorithms (namely OCRA and
FRESCO), co-registration was first looked for both datasets, then SNGome algorithm was run for the
matching GOME-2 overpasses and plotted in Fig. 6.22.

Strictly speaking, an heavy aerosol event should not be mistaken with a cloud. Beside the opaqueness
of the layer, they have different microphysical characteristics and optical responses, which can indeed
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Outlook 1. Cloud record extension: MetOp-B/C, Sentinel 5-p (beyond 2020) 
2. Increased spatial resolution >>> more single-layered clouds
3. Plane parallel model to be improved >>> 3D + adjacency effects
4. Untangle meteorology: process- and attribution-oriented study

Conclusions

1. Cloud top height (at monthly sampling) is not persistent and the trend  
is normally distributed
2. ENSO pulls clouds to lower altitudes (negative feedback)
3. Global CTH trends of opposite sign over ocean / land
4. No clear synoptic patterns (yet) of statistical significance (at 95% CI)
5. Increase (decrease) in H2O >>> Soot production 

      >>> significant (not significant) CTH trend

Summary

Have your say: Lelli et al., 2013, ACPD
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Figure 5.7: Absolute error in cloud top height as function of solar zenith and viewing zenith angle. Relative

azimuth 0
◦
. Cloud optical thickness 10. Surface albedo 0.0 (top row) and 0.4 (bottom row). The blank in the

upper right stands for no retrieval. Note that top and bottom rows differ in range.

latitudes (> 65
◦

S in summer and >65
◦

N in winter months).

Through comparison of Fig. 5.7 with Fig. 5.8, it is possible to deduce the expected modeling error.

Cloud top altitude will be solely overestimated of about [0, 500] m at all levels (low-, mid- and high

clouds) over the oceans (whose albedo is practically 0), at almost all latitudes. Over bright surfaces

(albedo 0.4), low- and mid-level clouds will be overestimated up to 1 km, while the bias for high clouds

exceeds 2 km for all geometries.

Conversely, clouds sensed at high latitudes (depending on the season), will be placed at lower heights.

The underestimation of cloud top altitude amounts to [−500, 0] m for black surface at all levels, and

low-level clouds over bright ground. Enhanced light path through the atmosphere and reflection by the

surface deepen the O2 A-band, especially in the spectral regions outside the line core at 761 nm (see

Fig. 4.2(b) and Fig. 4.7). For these reasons, clouds are placed by the algorithm at lower altitudes.

© luca/iup-bremen © luca/iup-bremen
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Figure 5.8: Seasonal variation of solar zenith angle for a summer and winter boreal season.

Validation (1): model errors
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Validation (3): GOME - ROCINN

PRO
- Increase in global AOT

Water: ATSR-2, Twomey effect
Gassó, JGR, 2008, Thomas et al., ACP, 2010
Bulgin et al., GRL, 2010

Land: not very clear yet

CONTRA
- Cloud Albedo effect (horizontal/vertical variability)
- SNGome only optically thick clouds (COT > 5)

CTH COT

CA

Lelli et al., AMT, 2012
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Validation (4) GOME-2: FRESCO

FRESCO = Fast REtrieval Scheme      
for Cloud Observables

O2A-band algorithm (KNMI)

fixed cloud albedo (= 0.8)
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Table 1. Time coverage of the respective datasets.

Time window Instrument
1996 / 06 – 2003 / 05 GOME / ERS-2
2007 / 01 – 2011 / 05 GOME-2 / Metop-A

Table 2. SNGome quality flags.

Value Description
0 No retrieval
1 Only cloud bottom height convergence
2 Only cloud top height convergence
3 Geometrical thickness limit
4 No convergence
5 Cloud top and bottom height convergence

shows differences which can be explained by the different
spatial resolution of the respective instruments. GOME
pixel size is 320 ×40 km2, whereas GOME-2 is 40 km ×
40 km2. This impacts the characteristics of the sensed
clouds. For instance, when a vertically heterogeneous
cloud scene is sensed (i.e., multi-layered scene), the al-
gorithm retrieve unrealistic high geometrical thickness
values, which, in turn, imply a bias in cloud top height
and assigns quality flag 3 [12, 8]. Therefore the coarser
(smaller) the ground pixel, the most (least) occurrent is
flag 3. This situation is depicted in Figure 1: the green
curve exhibits a second mode for CTH > 9 km. In Ta-
ble 3 the statistics of the quality flags for the GOMEs are
compared. We see that GOME-2 senses less heteroge-
neous clouds (2.11% compared to 5.69% of GOME) and
that the ratio of fully converged retrievals (flag 5) is more
than doubled with GOME-2 measurements. This indi-
cates how the modeling of clouds as single-layer is better
suited for better spatially resolved instruments. In the fol-
lowing sections we will make use of retrievals flagged 2,
3 (excluding CTH > 5 km) and 5 to generate time series
and global maps, which must be intended as results for
single-layer clouds.

Table 3. Statistics of the quality flags for GOME (to-

tal number of observations 41,183,749) and GOME-2

(73,388,121).

Flag value GOME (%) GOME-2 (%)
0 23.88 6.11
1 34.6 20.51
2 13.71 25.15
3 5.69 2.11
4 0.002 0.004
5 22.10 46.1
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Figure 1. Quality flag counts in function of cloud top

height for the 11.5 years of the SNGome datasets. The

meaning of the flags is given in Table 2. The difference

in the black and green curves show the influence of the

instrumental spatial resolution.

3. TIME SERIES AND CLOUD FRACTION COM-

PARISON

The individual retrievals have been projected onto a rect-
angular equal-distance lattice of 1◦× 1◦side length and
monthly averaged over the latitudinal belt of 70◦N-70 ◦S.
As additional step each grid block is weighted by its area,
calculated as spherical triangles, in order to take into ac-
count the curvature of the globe. The resulting time series
in cloud top height are plotted in Figure 2.
The cloud updraft between GOME-2 and GOME is ev-

ident. Overall, it seems that cloud decks rise up ≈ 700
mt. We think that this effect can not be explained by mere
convection, due to the ≈ 60 minutes delay of overpass be-
tween GOME (10:30 LT) and GOME-2 (9:30 LT). Thus a
comparison with the diurnal cycle of cloud top height as
seen by geostationary satellites, for instance by the SE-
VIRI instrument aboard MSG platform, will help to dis-
entangle real climatological effects from specific instru-
mental calibration/degradation issues.
In addition, we have processed 3.5 years (January 2007
- May 2010) of GOME-2 measurements and retrieved
cloud top heights with the cloud fraction (and surface
albedo) calculated with the FRESCO algorithm [15] and
plotted in Figure 3 together with the same record pro-
cessed with OCRA cloud fraction. Clearly the two
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2 Only cloud top height convergence
3 Geometrical thickness limit
4 No convergence
5 Cloud top and bottom height convergence

shows differences which can be explained by the different
spatial resolution of the respective instruments. GOME
pixel size is 320 ×40 km2, whereas GOME-2 is 40 km ×
40 km2. This impacts the characteristics of the sensed
clouds. For instance, when a vertically heterogeneous
cloud scene is sensed (i.e., multi-layered scene), the al-
gorithm retrieve unrealistic high geometrical thickness
values, which, in turn, imply a bias in cloud top height
and assigns quality flag 3 [12, 8]. Therefore the coarser
(smaller) the ground pixel, the most (least) occurrent is
flag 3. This situation is depicted in Figure 1: the green
curve exhibits a second mode for CTH > 9 km. In Ta-
ble 3 the statistics of the quality flags for the GOMEs are
compared. We see that GOME-2 senses less heteroge-
neous clouds (2.11% compared to 5.69% of GOME) and
that the ratio of fully converged retrievals (flag 5) is more
than doubled with GOME-2 measurements. This indi-
cates how the modeling of clouds as single-layer is better
suited for better spatially resolved instruments. In the fol-
lowing sections we will make use of retrievals flagged 2,
3 (excluding CTH > 5 km) and 5 to generate time series
and global maps, which must be intended as results for
single-layer clouds.

Table 3. Statistics of the quality flags for GOME (to-

tal number of observations 41,183,749) and GOME-2

(73,388,121).
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Figure 1. Quality flag counts in function of cloud top

height for the 11.5 years of the SNGome datasets. The

meaning of the flags is given in Table 2. The difference

in the black and green curves show the influence of the

instrumental spatial resolution.

3. TIME SERIES AND CLOUD FRACTION COM-

PARISON

The individual retrievals have been projected onto a rect-
angular equal-distance lattice of 1◦× 1◦side length and
monthly averaged over the latitudinal belt of 70◦N-70 ◦S.
As additional step each grid block is weighted by its area,
calculated as spherical triangles, in order to take into ac-
count the curvature of the globe. The resulting time series
in cloud top height are plotted in Figure 2.
The cloud updraft between GOME-2 and GOME is ev-

ident. Overall, it seems that cloud decks rise up ≈ 700
mt. We think that this effect can not be explained by mere
convection, due to the ≈ 60 minutes delay of overpass be-
tween GOME (10:30 LT) and GOME-2 (9:30 LT). Thus a
comparison with the diurnal cycle of cloud top height as
seen by geostationary satellites, for instance by the SE-
VIRI instrument aboard MSG platform, will help to dis-
entangle real climatological effects from specific instru-
mental calibration/degradation issues.
In addition, we have processed 3.5 years (January 2007
- May 2010) of GOME-2 measurements and retrieved
cloud top heights with the cloud fraction (and surface
albedo) calculated with the FRESCO algorithm [15] and
plotted in Figure 3 together with the same record pro-
cessed with OCRA cloud fraction. Clearly the two
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